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In the present work, we studied the optical emission spectra of iron (Fe) plasma produced by the 
fundamental (1064 nm) and second (532 nm) wavelengths of an Nd: YAG laser. The plasma emission 
has been recorded spatially using five spectrometers covering the spectral region from 200 to 720 nm. 
The laser beam was focused on target material by placing it in air at atmospheric pressure. The 
experimentally observed line profiles of neutral iron (Fe I) have been used to extract the electron 
temperature using the Boltzmann plot method, whereas, the electron number density has been 
determined from the Stark broadening. The electron temperature is calculated by varying distance from 
the target surface along the line of propagation of plasma plume and also by varying the laser 
irradiance. Besides we have studied the variation of number density as a function of laser irradiance as 
well as its variation with distance from the target surface. It is observed that electron temperature and 
electron number density increases as laser irradiance is increased.  
 
Key words: Iron, laser ablation, optical emission spectroscopy, electron temperature, electron number density. 

 
 
INTRODUCTION 
 
The analytical technique employed in this study is Laser-
induced breakdown spectroscopy (LIBS), which was first 
reported by Maker et al. (1964) and has been reviewed 
by several researchers (Radziemski and Cremers, 1989). 
This technique is based on optical detection of certain 
atomic and molecular species by monitoring their 
emission signals from the laser induced plasma, and 
provides a useful method to determine the chemical 
composition of a wide range of materials (Griem, 1997). 
A LIBS is a simple analytical technique as compared to 
many other types of elemental analysis because of its 
straightforward experimental set-up (Miziolek, 2006). It 
requires a pulsed laser for generating micro-plasma on 
the target surface and elemental analysis is accomplished 
by studying the emission of the plasma plume (Cremers 
and   Radziemski,   2007).   The  laser   induced   plasma 

characteristics depend upon several parameters, which 
include the features of the target, properties of the 
ambient medium, laser wavelength and pulse duration, 
etc. (Singh and Thakur, 2007). The element of iron being 
a good metal and have number of applications in 
engineering remained in focus by many researchers for 
long. After the invention of laser and developments in 
LIBS, many researchers have studied iron plasma in 
different aspects. Plasma plume photography and 
spectroscopy of Fe-oxide materials were reported by 
Viskup et al. (2009). Nanotechnology, nanotoxicology 
and neuroscience were reported by Suh et al. (2009). 
Stehrer et al. (2009) discussed the Laser induced 
breakdown spectroscopy of iron oxide powder. Two 
dimensional time-resolved x-ray diffraction study of dual 
phase  rapid   solidification   in  steels  was   reported   by 
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Figure 1. (Color online) Block diagram of the experimental setup. 

 
 
 
Mitsuharu et al. (2010). Aswathy et al. (2010) studied an 
overview on iron based superconductors. Laser cladding 
of featureless iron-based alloy was discussed by 
Aghasibeig and Fredrikson (2012). Room temperature 
ferromagnetic multilayer thin film based on indium oxide 
and iron oxide for transparent spintronic applications was 
discussed by Gupta et al. (2010). Plasma nitriding 
process by direct current glow discharge at low 
temperature increasing the thermal diffusivity of AISI 304 
stainless steel was studied by Prandel et al. (2013). 
Pulsed laser deposition assisted fabrication and 
characterization of Fe–Co nanoparticles embedded in Ti 
N thin film matrix was reported by Kumar et al. (2013). 
Gautier et al. (2013) recently studied the recent advances 
in theranostic nanocarriers of doxorubicin based on iron 
oxide and gold nanoparticles. In the present work, we 
have studied the spatial evolution of the iron plasma 
produced by the first (1064 nm) and second (532 nm) 
wavelengths of a pulsed Nd: YAG laser. The 
experimentally observed line profiles of neutral iron (Fe I) 
have been used to extract the electron temperature (Te) 
using the Boltzmann plot method, whereas, the electron 
number density (Ne) has been determined from the Stark 
broadening. Beside we have studied the variation of 
electron temperature and electron number density as a 
function of laser energy at atmospheric pressure. 
 
 
EXPERIMENTAL DETAILS 
 
The experimental setup is shown in Figure 1 and is same as that 
described in our previous work (Hanif et al., 2013a, b). Briefly we 
used a Q-switched Nd: YAG (Quantel Brilliant) pulsed laser having 
pulse duration of 5 ns and 10 Hz repetition rate which is capable of 

delivering 400 mJ at 1064 nm, and 200 mJ at 532 nm. The laser 
pulse energy was varied by the flash lamp Q-switch delay through 
the laser controller, and the pulse energy was measured by a  Joule 

meter (Nova - Quantel 01507). The laser beam was focused on the 
target using convex lens of 20 cm focal length. In the experiment, 
the sample studied was Iron powder containing mass percentage of 
99.70% in the sample. A small amount of it was used to prepare a 
pallet of 15 mm diameter and 3 mm thickness with the help of 

hydraulic press machine using  a load of 10-ton,  for a time duration 
of 5 min. The sample was mounted on a three dimensional sample 
stage, which was rotated to avoid the non-uniform pitting of the 
target. The distance between the focusing lens and the sample was 
kept at 18.5 cm, less than the focal length of the lens to prevent any 
breakdown of the ambient air in front of the target. The spectra 
were obtained by averaging 10 data of single shot under identical 
experimental conditions. The radiation emitted by the plasma were 

collected by a fiber optics (high-OH, core diameter: 600 m) having 
a collimating lens (0 - 45° field of view) placed at right angle to the 
direction of the laser beam. The optical fiber was connected with 
the LIBS - 2000 detection system (Ocean Optics Inc.), to measure 
the plasma emission. The emission signal was corrected by 
subtracting the dark signal of the detector through the LIBS 
software. The LIBS - 2000 detection system is equipped with five 

spectrometers each having slit width of 5 m, covering the range 
between 220 - 720 nm. Each spectrometer has 2048 element linear 

CCD array and an optical resolution of   0.05 nm by scanning a 
narrow bandwidth dye laser. In the experiments, the time delay 
between the laser pulses and the start of the data acquisition is 
about 3.5 µs, whereas the system integration time is about 2.1 ms 
and stored by the OOI LIBS software. In order to record the 
emission spectrum, the LIBS - 2000 detection system was 
synchronized with the Q-switch of the Nd: YAG laser. The flash 
lamp out of the Nd: YAG laser triggered detection system through a 

four-channel digital delay/Pulse generator (SRS DG 535). The LIBS 
- 2000 detection system triggered the Q-switch of the Nd: YAG 
laser. The data acquired simultaneously by all the five 
spectrometers were stored on a PC through the OOILIBS software 
for subsequent analysis. 

 
 

RESULTS AND DISCUSSION 
 

In the presented work, we have generated iron plasma 
using  fundamental  (1064  nm)  and   second   (532   nm)
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Figure 2. The emission spectrum of neutral iron plasma produced by the second (532 

nm) wavelength of the Nd: YAG laser at a distance of 0.05 mm from the target. 

 
 
 

Table 1. Spectroscopic parameters of the neutral iron lines used for the determination of plasma parameters.  

 

S/N 
Wavelength    

  (nm) 
Transitions 

Statistical 
weight 

Transition 
probability 

Aki (s
-1
) 

Energy (cm 
-1
) 

gk gi Ei Ek 

1 431.50 6p6d 
3
D1  6P

2
 
3
P

 
0 5 5 7.7  10

6
 17726.981 40894.986 

2 432.79 6p7d 
3
D2   6P

2 3
P1 5 9 7.9 10

5 26627.604 49726.977 

3 440.47 6p7d 
3
F3  6P

2
 
3
P2 7 7 1.3 10

7
 29056.321 51837.240 

4 438.58 6p7s 
1
P1  6P

2
 
3
P

 
1 9 7 2.75 10

7
 12560.930 35257.319 

5 441.51 6p7d 
3
F2  6P

2
 
3
P2 7 5 1.19  10

7
 12968.549 35611.619 

 
 
 
wavelengths of a Q-switched Nd: YAG laser. In the first 
set of experiments, the fundamental (1064 nm) harmonic 
laser having 400 mJ pulse energy, and 5 ns pulse width, 
was focused on the sample target placed in air at 
atmospheric pressure. The emission spectra of the 
plasma produced at the surface of the iron target is 
recorded at different distances along the direction of 
expansion of the plume. In the experimental 
arrangement, the laser was focused on the target 
surface; that is, perpendicular to the target surface, 
whereas, the plume emission was registered as a 
function of the distance parallel to the surface of the 
target material for the spectral region from 200 to 720 
nm. Figure 2 shows the window of emission spectrum of 
iron plasma covering the spectral region from 300 to 550 
nm, while the small window in same diagram shows the 
lines  that  we  used  for  the   determination   of   electron 

temperature. All the observed lines in the investigated 
spectral region along with their assignments are listed in 
Table 1, based on the data by (Moore, 1971) and listed in 
the NBS Tables (http://physics.nist.gov). 

After  observing the well-resolved multiplet structure from 
a number of excited levels and decaying to a common 
lower level, it is tempting to extract the plasma parameters 
from the observed spectra; in particular, the electron 
number density and the plasma temperature. The 
electron temperature is determined using the Boltzmann 
plot method from the relative intensities of the observed 
line. The following relation has been used to extract the 
plasma temperature using the formula (Griem 1997): 
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Figure 3. (Color online) Boltzmann plot for the neutral iron spectral lines 
emitted by the laser induced plasma at 0.0 5 mm from the target at irradiance 
4.5×10

10
  W cm

-2
 using the Nd: YAG laser at 532nm.  

 
 
 
where, Iki is the integrated line intensity of the transition 
involving an upper level (k) and a lower level (i), λki is the 
transition wavelength, Aki is the transition probability, gk is 
the statistical weight of level (k), N(T) is the total number 
density, U(T) is the partition function, Ek is the energy of 
the upper level, k is the Boltzmann constant and T is the 
excitation temperature. A plot of ln (λI/gA) versus the term 
energy EK gives a straight line with a slope equal to (-1/ 
KT). Thus the electron temperature can be determined 
without the knowledge of the total number density or the 
partition function. The line identifications and different 

spectroscopic parameters such as wavelength (ki), 
statistical weight (gk), transition probability (Aki) and term 
energy (Ek) are listed in Table 1. 

Four neutral iron (Fe I) lines at 431.50, 432.79, 440.47 
and 441.51 nm are used for the determination of electron 
temperature through Boltzmann plot method. These 
transitions are selected as they have the greatest 
difference between their corresponding upper energy 
levels to make the Boltzmann plot more meaningful and 
to determine electron temperature more accurately. 
Errors are bound to be present in the determination of the 
electron temperature by this method, therefore; it is 
determined with ≈15% uncertainty, coming mainly from 
the transition probabilities and the measurement of the 
integrated intensities of the spectral lines. 

Figure 3 shows the Boltzmann plot considering the data 
of all the observed iron lines recorded at (0.05 mm) from 
the surface of the plasma plume. The line which passes 
through the data points is a linear fit of above relation (1). 
The behavior of electron  temperature  has  been  studied 

as function of distance from the target surface for the 
plasma produced by both modes of the laser. The 
electron temperature near the target surface is found to 
be higher and it varies from 7250 to 6850 K from the 
plasma produced by the first (1064 nm) wavelength of the 
laser, whereas, in case of second (532 nm) wavelength 
of the laser, it varies from 6980 to 6500 K over a distance 
range from 0.05 to 2.0 mm as shown in the Figure 4. The 
region near the surface of the target material constantly 
absorbs radiation during the time interval of the laser 
pulse, causing a higher temperature near the target 
surface. 

One of the most reliable techniques to determine the 
electron number density is from the measured Stark 
broadened line profile of an isolated line of either neutral 
atom or singly charge ion. The electron number density (Ne) 
related to the full width at half maximum (FWHM) of the 
Stark broadening lines is given by the relation (Griem, 1997; 
Cremers and Radziemski, 2007; Singh and Thakur, 2007):  
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Where,  is the electron impact width parameter, A is the 
ion broadening parameter, Ne is the electron number 
density and ND is the number of particles in the Debye 
sphere. The first term in Equation 2 refers to the 
broadening due to the electron contribution, whereas, the 
second term is attributed to the ion broadening. Since the 
contribution  of  the  ionic  broadening  is   normally   very
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Figure 4. (Color online) variation of the electron temperature along the 

direction of propagation of the plasma plume using fundamental (1064 nm) 
and second (532 nm) wavelengths of   Nd: YAG laser. 

 
 

 

 
 

Figure 5. (Color online) Stark broadening profile of neutral iron line at 438.58 nm. 
The dots represent the experimental profile and the solid line is Lorentizion fit at 
a distance of  0.05 mm from the target. 

 
 
 

small, therefore, it can be neglected and Equation 2 
reduced to: 
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Here Δλ1/2 is the width of the spectral line, ω is the 
electron impact broadening parameter and Ne is the 

electron number density. The value of  corresponding to 

different electron temperatures is obtained from the 
reference data (Griem, 1997). The electron number 
densities have been determined from the line profiles of 
the isolated iron neutral lines at 538.34 nm using Relation 
3 and Δλ1/2 is extracted by fitting the Lorentzian line 
shape to the observed data. 

Figure 5 shows the line profile of the neutral iron line at 
438.50 nm recorded from the plasma, along with the least 
squares fit of a Lorentizion line shape which yields the 

width  λ1/2  of  this  line.  The  condition  that  the   atomic  
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Figure 6. (Color online) Variation of the electron number density with the distance 

using the fundamental (1064 nm) and second (532 nm) wavelengths of Nd: YAG 
laser. 

 
 
 
states should be populated and depopulated 
predominantly by electron collisions, rather than by 
radiation, requires an electron density which is sufficient 
to ensure the high collision rate. The corresponding lower 
limit of the electron density is given by the Mc Whirter 
criterion (Mc Whirter, 1965) to check the condition for the 
validity of the local thermodynamic equilibrium (LTE): 
 

 31/212 T 106.1 ENe                                     (4) 

 

Here T (K) is the plasma temperature and E (eV) is the 
energy difference between the states, which are 

expected to be in LTE. At 7000 K, Equation 4 yields Ne 

 1.6 x 10
14

 cm
-3
. The electron number densities 

determined in our experiments are higher than the 
required number density which satisfies the LTE 
condition. Figure 6 shows the number densities for both 
wavelengths of the laser. The values of number densities 
using fundamental and second harmonic of the Nd: YAG 
laser with laser irradiance 6.5 x10

10 
W cm

-2
 are 

determined as 1.12 x 10
16

 and 2 x 10
16

 cm
-3
 respectively. 

These values decrease to 1.38 x 10
15 

and 3.75 x 10
15 

cm
-

3
 over distance ranges from 0.05 to 2.0 mm from the 

target surface respectively for neutral iron line at 538.34 
nm. The decrease in the number density at large distance 
is mainly due to the recombination of electrons and ions. 
As is evident from the Figures 4 and 6, the electron 
temperature and the electron number density both close 
to the target are maxima,  since  the r egion  close  to  the 

surface continuously absorbs the laser radiation during 
the laser pulse. When the plasma expands, it thermalizes 
by transferring the energy to its surroundings and is 
transparent to the laser pulse; therefore, both plasma 
parameters decrease along the direction of expansion of 
the plume. Moreover, the electron temperature and 
number density decrease rapidly within a short distance 
from the target surface, while at a large distance, they 
exhibit little variation. The variation in the electron 
temperature is slower as compared to that of number 
density. The internal energy of the plasma is distributed 
in its thermal and ionization energy. The particle density 
in the plasma depends on the degree of ionization, 
evaporation rate and the plasma expansion velocity. 
Because of the high expansion velocity of the leading 
plasma edge, the electron density decreases, makes the 
plasma transparent to the laser beam at larger distance 
away from the target surface. The absorption in the 
plasma mainly occurs by an inverse bremsstrahlung and 
photo ionization process. 

In the second set of experiments, we have determined 
the electron temperature and electron number density for 
different values of the fundamental (1064 nm) and 
second (532 nm) wavelengths of Nd: YAG laser. It is 
observed that the intensities and widths of the spectral 
lines increase with the increase in the laser irradiance. 
Figure 7 shows the variation of the electron temperature 
for the fundamental (1064 nm) and second (532 nm) 
wavelengths  of the laser produced plasma with respect 
to the  laser  irradiance  at  which the  temperature  varies
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Figure 7. (Color online) Variation of the electron temperature with the laser 

irradiance using second (532 nm) wavelength of Nd: YAG laser at a distance of 
0.05 mm from the target. 

 
 
 

 
 
Figure 8. (Color online) Variation of the electron number density with the laser 

irradiance using first  (1064 nm) wavelength of Nd: YAG laser at a distance of 0.05 
mm from the target. 

 
 
 
from 7165 to 6705 K and from 7060 to 6660 K at a 
distance of 0.05 mm from the target surface respectively. 
Evidently,  the  electron  temperature  increases  with  the 

increase in the laser irradiance. Figure 8 shows the 
variation in the electron number density as a function of 
the laser irradiance  in  case  of  fundamental  (1064  nm) 



 

 
 
 
 
and second (532 nm) wavelengths of the laser. The 
variation in the electron number density with the laser 
irradiance also shows a similar behaviour. The irradiance 
varies from 6.50 x 10

10
 to 7.25 x 10

10 
watt cm

-2
; whereas 

electron number densities vary from 3.29 x 10
15

 to 7.22 x 
10

16
 cm

-3
 and 1.08 x 10

15
 to 8.22 x 10

16
 cm

-3
 for 

fundamental (1064 nm) and second (532 nm) 
wavelengths of the laser respectively. The increase in the 
plasma temperatures and electron number densities vary 
slowly, this may be attributed to the plasma shielding. 
The observed increase in plasma parameters (Ne and Te) 
by the increase of the laser energy is due to the 
absorption and/or reflection of the laser photon by the 
plasma, which depends upon the plasma frequency. In 
our experiment, the corresponding frequency is 2.8 x 10

14
 

Hz, whereas the plasma frequency is p= 8.9 x10
3 

√Ne. 

The electron number density is Ne 10
15

 cm
-3

, therefore, 

p = 3.6 x10
12 

Hz which is less than the laser frequency 

(10
14 

Hz), which shows that the energy loss due to the 
reflection of the laser radiation from the plasma is 
insignificant.  
 
 
Conclusion 
 
The LIBS method has been successfully applied as an 
analytical technique for the analysis of iron plasma using 
the fundamental (1064 nm) and second (532 nm) 
harmonics of an Nd: YAG laser. We have determined the 
electron temperature and the electron number density 
along the axial position of the plume. It is observed that 
the spatial behaviour of the electron temperature close to 
the target is maximum and decreases along the distance 
from the target, whereas the electron number density 
close to the target is maximum and decreases as 1/d. 
Variations of the electron temperature and the electron 
number density with the laser irradiance shows that both 
these parameters increase with the increase of the laser 
irradiance. The values of the plasma parameters (Ne and 
Te) determined are well within the range as reported in 
the previous literature.  
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Speaker identification strategies are well convincing in their performance when clean speeches are 
scrutinized. But the performance degrades when speech samples are corrupted by narrowband noise. 
Block truncation of the cepstral coefficients ensures that not all the features are affected by 
narrowband noise but it cannot reduce the extent of degradation. This work is focused towards 
improving the performance of speaker identification systems by block truncating the features which are 
subjected to wavelet processing. Wavelet decomposition divides the entire energy spectrum of the 
speech signal into bands corresponding to the number of levels of decomposition performed in the 
wavelet transformation thereby segregating the noise affected bands from other bands. In addition to 
that, wavelet filters provide the smoothening of the noisy speech signals which enhances the 
identification of the correct speaker. Dynamic Mel filtering of these wavelet coefficients followed by 
block truncation provides better identification, taking advantage of the fact that some filter bank 
coefficients remain unaffected by narrowband noise. The features are modeled by Gaussian mixture 
model - Universal background model (GMM-UBM) that serves as a generic one timed trained model. 
Speaker identification efficiency of 97.23% is achieved through this wavelet based dynamic MFCC 
technique which exhibits 7.58% improvement in speaker identification accuracy when compared with 
non wavelet based block truncation method.  
 
Key words: Wavelet decomposition, block truncation, Dynamic Mel Filtering Cepstral Coefficients (DMFCC), 
Gaussian mixture model - Universal background model (GMM-UBM), speaker identification. 

 
 
INTRODUCTION 
 
Speaker identification is a biometric process (ZoranCirovi 
et al., 2010) of identifying a person by comparing the 
features extracted from the person to be identified, with 
the features extracted from the speakers enrolled in the 
database. The success of speaker identification depends 
upon the feature extracted and its modeling method 
(Campbell, 1997). The feature extracted during testing phase 

will match the feature extracted during enrollment phase 
perfectly, if the conditions under which it is tested are ideal. 
But under practical circumstances the testing conditions 
will include noise disturbances such as car noise, train noise, 
narrowband noise, etc. The car and train noises can be 
thought of disturbances that degrade the performance 
effectively depending upon the signal to noise ratio. 
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Abbreviations: MFCC, Mel Frequency Cepstral Coefficients; UBM, Universal Background Models; DCT, Discrete Cosine 

Transform; MFLE, Mel Filter Log Energies. 
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Figure 1. Overall block diagram of the proposed speaker identification system. 

 
 
 
Moreover, the testing environments with these conditions 
are usually avoided in the practical speaker identification 
circumstances. But the narrowband noises are short time 
disturbances that are present in almost all the testing 
environments which lead to performance degradation of 
the speaker identification system. This problem can be 
overcome by a strategy called block based 
transformation, which is detailed in Sahidullah and Saha 
(2011). 

The most common feature used for speaker 
identification is Mel Frequency Cepstral Coefficients 
(MFCC). As the human auditory system is most sensitive 
to the pitch frequency of the speaker, a feature that is 
based on the pitch frequency will model the speaker 
much more efficiently than the features that are not 
based on the pitch frequency of the speaker. In this work, 
Dynamic Mel Frequency Cepstral Coefficients (DMFCC) 
are used as features, which are formed by imparting the 
pitch frequency into the MFCC thereby producing 
dynamic features. The feature extracted is then used to 
model the speaker by using Universal Background 
Models (UBM). But the problem in modeling is that 
whether the model adapts itself for all the speakers 
enrolled in the database or not. This is called the bias/ 
variance dilemma problem (Utpal and Kshirod, 2012).  

The Discrete Cosine Transform (DCT) is popularly 
used for MFCC and DMFCC computation, because the 
correlation matrix of Mel Frequency  Log  Energy  data  is 

similar to the correlation matrix of first order Markov 
process and DCT provides better energy compaction 
(Kekre and Vaishali, 2011) than any other linear transform. 
In this work, DCT is carried out in blocks to mitigate the 
effects of narrowband noise since the effect of a noise 
corrupted Mel Filter Log Energies (MFLE) will not 
pronounce in the MFCC obtained through other DCT 
blocks. Therefore by combining the narrowband noise 
overcoming strategies (Qi and Yan, 2011) of Block 
Truncated DCT and sub band processing, together with 
the added advantage of eliminating the bias / variance 
dilemma by sub band concept, enhanced speaker 
identification can be obtained. TIMIT database has been 
used in this work. The speeches in TIMIT database (John 
et al., 2013) was recorded at TI, transcribed at MIT and 

produced by the National Institute of Standards and Techno-
logy (NIST). The TIMIT database consists of 630 speakers. 

This paper focuses on segregating the noise affected 
portions of speech, by making blocks of speech frames to 
confine the noise spread using wavelet transform, which 
reduces the effects of noise degradation when higher 
levels of decomposition is performed. 
 
 
PROPOSED SYSTEM 

 
The overall block diagram representing the speaker identification 

system is shown in Figure 1. The speech signal is first pre-
processed  and  the  energy   spectrum   of   the   speech   wave   is  
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Figure 2. Block diagram of wavelet processed DMFCC. 

 
 
 
computed using multilevel wavelet decomposition. The wavelet 
transformation divides the spectrum into appropriate number of 
bands corresponding to the number of levels of decomposition 
performed in the transformation. The wavelet filter outputs are 
robust to noise degradation due to the smoothening effect of the 
low pas filters while performing the discrete wavelet transformation 
on the speech signal. Moreover, the wavelet filter bank acts as 
dividing the entire bandwidth of the speech signal into bands 

corresponding to the number of levels used in the wavelet 
transformation. Moreover, the noise affected band is confined to 
one or few bands rather than being available at the whole 
spectrum. Hence it is easy to process the noise affected sub bands 
uniquely using Block truncation strategy. The methodology of the 
proposed work is enhancing the speaker identification under 
narrowband noise condition which makes the speech signal at 10 
dB signal to noise ratio (SNR), by the features extracted through 

wavelet processing. Wavelet filters provide smoothening of the 
noise affected speech signal which provides reduction of the 
degradation caused by noise when higher levels of decomposition 
is performed on wavelet transformation. Further, the block 
truncation of the cepstral coefficients helps in restricting the effect 
of narrowband noise in affecting all the energy coefficients. Hence 
when the features are modeled using GMM-UBM, improvement in 
speaker identification accuracy can be achieved. The central 
schematic of this work lies in the sub band and block truncation 
techniques which is depicted in Figure 2. Each of these bands of 
wavelet coefficients is then provided as inputs to individual Dynamic 
Mel Filter Bank to obtain the Wavelet Dynamic Mel Frequency 
Cepstral Coefficients (WDMFCC). These features are more robust 
because the noise affected speech signal is smoothened by the low 
pass filters of the wavelet transformation process. 

The features are then extracted by decorrelating the Dynamic 
Mel Filter Log Energies using block truncated DCT. Here, instead of 

taking DCT for the entire log energies of the sub band, DCT is 
performed in a block truncated manner because when DCT is 
performed on individual blocks narrowband noise in a block will  not 

spread to the other blocks in the sub band. The features are then 
used to model the speaker by means of Gaussian Mixture Models-
Universal Background Model (GMM-UBM). 
 
 
Speaker identification steps 

 
Speaker identification process is a kind of pattern classification. In 

pattern classification problem, the first step is evaluating 
representation of input pattern. In speaker identification, this step is 
evaluation of power spectrum. These acoustic representations are 
extracted within successive analysis windows of 20-30 ms 
overlapped by 10 ms size. As vocal tract is a slowly varying system, 
speech signal is nearly stationary over this analysis window. Other 
pre processing stages are briefly outlined here for the sake of 
completeness. 
 
 

Pre-emphasis 
 

Pre-emphasis (Tomi and Haizhou, 2010) is performed to boost the 
higher frequencies of the signal. It is performed with a pre-
emphasis factor of 0.97 according to the equation given by: 
 

)1()()(  nxnxny                  (1)
 

 

Pre-emphasis offsets the negative spectral slope of 20 dB per 
decade that is naturally present in the speech signals.

 
 
 

Windowing 
 
The pre-emphasized signal is then segmented into smaller frames 

for the stationary property to be satisfied in taking DFT. Hamming 
window (Rabiner and Biing-Hwang, 2007) is used in this work. It is 
given by: 
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The windowed signal is given by: 
  

)(*)()( nwnynSw                  (3) 

 

where )(ny  is  the pre-emphasized signal and )(nw  is the window 

used. 
 
 
Energy spectrum 
 
The energy spectrum of the windowed frames is computed by 
taking wavelet transform. Wavelet transforms have advantages 
over traditional Fourier transforms for representing functions that 
have discontinuities and sharp peaks, and for perfect 
deconstructing and reconstructing finite, non-periodic and/or non-
stationary signals. The transformation is given by: 
 

2
))(()( nSDWTkX w                 (4) 

 
 
Wavelet bands 
 
Successful speaker identification is critically dependent on 
obtaining good speaker models from training data. Data modeling is 
subjected to the bias/variance dilemma (Vibha and Jyoti, 2011). 

According to this, models with too many adjustable parameters will 
tend to overfit the data, exhibiting high variance and hence the 
model will generalise poorly. On the other hand, few parameters will 
make the model biased. Wavelet processing (Pawar and Badave, 
2011) helps to solve this problem by dividing the entire energy 
spectrum of the speech signal into bands corresponding to the 
number of levels performed in the wavelet transformation (Vale and 
Alcaim, 2008). Also, the low pass filters of the wavelet trans-
formation acts as smoothening filters (Sridhar et al., 2012) thereby 

reducing the degradation of signal by noise. The wavelet energy 
coefficients are then fed to the Mel scale filters for extracting 
speaker specific features. 
 
 

DMFCC feature extraction 
 

Features are the representatives of the speech signal in speaker 
identification task. Feature extraction is the estimation of variables, 
called a feature vector, from another set of variables called speech 
samples. The feature extraction will transform the speech signal 
into feature vectors which present the specific properties of each 
speaker. Raw speech signals cannot be used as such for speaker 
identification because of two reasons: (i) direct comparison and 
identification are complex and unreliable and (ii) requires large 
storage capability. 

The human auditory system can sensitively perceive the changes 

in pitch. The pitch frequency is calculated by taking the 
autocorrelation of the signal and then taking maximum value for the 
autocorrelation function. Therefore by incorporating the pitch 
information into the MFCC feature, dynamic mel frequency cepstral 
coefficients can be extracted, which proves to provide strong 
robustness to background noise compared other features (Wang, et 
al., 2009) thus increasing the identification rate. 
 

 7001log2595)(
pipi ffMel                 (5) 

 

where 
pif  is the pitch frequency of  i

th
  frame.  The  Mel  frequency 
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energy spectrum is then passed through the Gaussian Mel filter 
bank (Sandipan and Goutam, 2009) followed by cosine 
transformation to obtain DMFCC features. 
 
 
Block truncation transformation 
 
Discrete cosine transform is performed on Dynamic Mel Filter Log 
Energies (DMFLE) to decorrelate them and so to make the 
extracted feature suitable for modeling. When such DCT is applied 
to a narrowband noise affected speech signal’s log energies, all the 
features will be affected by the noise and hence will make it 
unsuitable for speaker identification. To alleviate this problem, block 

based transformation is performed. The filter log energies are 
divided into blocks and DCT is performed on them. This will ensure 
that a narrowband noise affected block will not pronounce its effect 
in the feature extracted from the other DMFLE blocks of the speech 
signal and hence will facilitate correct identification of the speaker. 
Narrow band noise (Ming et al., 2007) is synthetically generated by 
adding four frequency components (that is, sinusoidal tones) of 
2000, 2100, 2200 and 2300Hz. The amplitudes of the sinusoids are 
chosen randomly. 

The filter bank log energies are decomposed into several blocks 
unlike standard full band based DCT technique. In this work, the 
whole signal is divided into non-overlapping blocks (Jingdong et al., 
2000) and individual blocks are processed independently. 
Therefore, the presence of narrowband noise in one block will not 
affect the other blocks because of truncation. The transformation 
matrix can be given as: 
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Where 1 , 2 , 3 .... N are orthogonal discrete cosine 

transformation matrices applied to individual blocks of Dynamic Mel 
Filter Log Energies (DMFLE). 

Suppose two blocks of same sizes q are considered then the 

DCT matrix of size  1 qq is given by 
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GMM-UBM 
 

A Universal Background Model (UBM) is a model used in a 
biometric identification system to represent general, person 
independent feature characteristics to be compared against a 
model of person-specific feature characteristics. The likelihood ratio 
statistic is given by: 
 

)/(

)/(
)(

_

p

p

Xp

Xp
XLR






                 (7) 

 

where    )/( pXp   is the probability that the feature models the 

speaker correctly, )/( _

p

Xp   is the probability that the feature 

belongs to the alternate hypothesis. 
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},,{ , iiiw   i=1,2,…M 

 

M is the number of Gaussian components, iw is the mixture 

weights, i is the means and i is the variance. 

The alternate hypothesis that gives the probability of speaker 
belonging to the false category is modeled by means of UBM. It is a 
speaker independent one time trained model. Since UBM is a large 
GMM (Reynolds, 1995; Reynolds and Rose, 1995) trained to 
represent the speaker independent features, its idea is to capture 
the general characteristics of a population and then adapting it to 
the individual speaker by means of EM algorithm. With training 

vectors from the hypothesized speaker, X={ Txxx ..., 21 } and for 

mixture ‘i’, the probability distribution is given by: 
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Then with the distribution known, the statistics for the weight, mean, 
and variance parameters are initialized as given as follows: 
 






T

i

ti xin

1

)/Pr(  

t

T

t

t
i

i xxi
n

xE 




1

)/Pr(
1

)(                   (9) 

2

1

2 )/Pr(
1

)( t

T

t

t
i

i xxi
n

xE 


  

 
The updated coefficients are given by: 
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rn

n

i

i


     with relevance factor r = 16 

 
 
RESULTS AND DISCUSSION 
 
TIMIT database is used for the analysis in this speaker 
identification work. Each speaker record contains ten 
speech signals, from which six signals are used for 
training and the remaining four signals are used for 
testing. The database consists of clean speech recorded 
at 16 kHz sampling frequency. The maximum frequency 
content in the speech waveform is 8 kHz. The TIMIT 
database speech signals are subjected to Narrow band 
noise generated by adding four frequency components of 
2000, 2100, 2200 and 2300 Hz. The narrow band noise 
affected speech signal is first pre-processed and the 
energy spectrum of the speech wave is computed using 
four  level  decomposed   wavelet   transformation.   Thus 

 
 
 
 
energy spectrum is obtained into bands corresponding to 
the number of decomposition levels. Now the noise 
affected band is confined to one or few bands rather than 
being available at the whole spectrum. Hence, it is easy 
to process the noise affected sub bands uniquely using 
Block truncation strategy. Since the band processing is 
done well ahead of decorrelarion step, the narrowband 
noise affected portion can be segregated from the rest of 
the bands that are not affected by the noise and better 
decorrelation is achieved at the Discrete Cosine 
Transform stage of Dynamic Mel Frequency Cepstral 
Coefficient feature extraction. 

To improve the speaker identification efficiency, 
Dynamic Mel scale filter bank is constructed using 
Gaussian shaped filters in contrary to the triangular filters 
used in conventional systems. A triangular filter provides 
crisp partitions in an energy spectrum by providing non-
zero weights to the portion covered by it while giving zero 
weight outside it. This phenomena cause loss of 
correlations between a sub band output and the adjacent 
spectral components that are present in the other sub 
band, whereas Gaussian shaped filters can provide much 
smoother transition from one sub band to other 
preserving most of the correlation between them. The 
DMFCC feature thus extracted is modeled using GMM-
BUM modeling with 2048 mixture components. 

During testing, the percentage of correct identification 
is calculated by using the formula: 
 

100*
.

.

testunderutterancesofnoTotal

identifiedcorrectlyutterancesofNo
tionidentificacorrectofPercentage 

 

 
The DMFCC features results have been observed for 
frame sizes of 1024, 512, and 256 without wavelet 
decomposition. The identification performance is 
tabulated in Table 1. The performance deteriorates in full 
band DCT since the effect of narrowband noise will be 
spread out to all the filter bank coefficients. But under the 
pro block based DCT system, the identification rate 
enhances  to 89.65% for a frame size of 256. This proves 
the advantage of block based transformation under 
narrowband noise conditions. This accuracy can be 
further enhanced by the proposed wavelet based 
DMFCC feature. The WDMFCC features results have 
been observed for frame sizes of 1024, 512, and 256 with 
two level wavelet decomposition. The identification 
performance is tabulated in Table 2. 

The percentage of correct identification improves to 
94.13% for the frame size of 256. The wavelet filters 
provides coefficients that represent the smoothened 
version of the noise affected speech signal which when 
dynamic mel filtered followed by block truncation, 
reduces the noise degradation and provides improved 
identification percentage. Now the WDMFCC features 
results have been observed for frame sizes of 1024, 512, 
and 256 with three level wavelet decomposition. The 
identification performance is tabulated in Table 3. It is 
inferred from Table  3  that  the  performance  of  speaker  
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Table 1. Identification performance for DMFCC with and without block truncation  
 

S/N 
Total number 
of speakers 

GMM-UBM 

Frame size 

Identification accuracy in presence of 
narrowband noise (%) 

Without block 
truncation 

With block 
truncation 

1 

630 

1024 61.57 73.05 

2 512 75.25 81.97 

3 256 83.73 89.65 

 
 
 

Table 2. Identification performance for WDMFCC with and without block truncation for two-level wavelet 
decomposition 
 

S/N 
Total number 
of speakers 

GMM-UBM 

Frame size 

Identification accuracy in presence of 
narrowband noise (%) 

Without block 
truncation 

With block 
truncation 

1 

630 

1024 71.13 82.88 

2 512 80.50 87.25 

3 256 87.21 94.13 

 
 
 

Table 3. Identification performance for WDMFCC with and without block truncation for three level wavelet 

decomposition 
 

S/N 
Total 

number of 
speakers 

GMM-UBM 

Frame size 

Identification accuracy in presence of 
narrowband noise (%) 

Without block 
truncation 

With block 
truncation 

1 

630 

1024 72.75 83.5 

2 512 81.13 88.38 

3 256 88.25 96.37 

 
 
 
identification system is improved to 96.37% 
corresponding to frame size of 256. The improvement 
corresponds to the higher level decomposition of the 
wavelet transformation which exhibit better noise 
smoothening compared to the results obtained through 
two level wavelet processed DMFCC results. 

The identification performance for WDMFCC features 
with four level wavelet decomposition for frame sizes of 
1024, 512, and 256 is tabulated in Table 4. From Table 4, 
it is observed that the identification accuracy is improved 
to 97.23% for the Dynamic Mel features obtained through 
four-level wavelet decomposition. The accuracy is 
enhanced by 7.58%. The results are compared with 
(Ramaligeswararao et al., 2011) the work on text-
independent speaker identification model is developed by 

integrating MFCC’s with Independent component 
analysis (ICA) for obtaining feature independency and to 
achieve low dimensionality in feature vector extraction. 
The work by Ramaligeswararao et al. (2011) evaluated 
the speaker identification performance for a database of 
50 speakers under 0dB, 10dB and 20 dB SNR conditions 
and obtained a maximum identification performance of 
72.34% for 10 dB SNR and 88.45% for 20 dB SNR. But 
our proposed work achieves 97.23% for 630 speakers 
even at 10 dB SNR.   
 
 
Conclusion  
 
In  this  paper,   the   speaker   identification   rate   under
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Table 4. Identification performance for WDMFCC with and without block truncation for four level wavelet 
decomposition 
 

S/N 
Total number 
of speakers 

GMM-UBM 

Frame size 

Identification accuracy in presence of 
narrowband noise (%) 

Without block 
truncation 

With block 
truncation 

1 

630 

1024 73.62 84.69 

2 512 81.63 88.87 

3 256 88.50 97.23 

 
 
 
narrowband noise conditions is found to be enhanced by 
the features extracted through wavelet processing. 
Wavelet filters provide smoothening of the noise affected 
speech signal which provides reduction of the 
degradation caused by noise when higher levels of 
decomposition is performed on wavelet transformation. 
The block truncation of the cepstral coefficients helps in 
restricting the effect of narrowband noise in affecting all 
the energy coefficients. The identification performance 
stands at 97.23% for the four level wavelet decomposed 
WDMFCC for a frame size of 256. Further developments 
such as fusion of several other features with adaptive 
weights can improve the narrowband noise performance 
to significant levels of successful identification 
accuracies. 
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This paper examines the performance of Ĉuk regulator to convert three phase alternating current (ac) to 
direct current (dc). Firstly, three phase ac is rectified with bridge diode. The rectified dc voltage is applied 
to input of a Ĉuk regulator.  Three phase harmonics filter is introduced at the input of the diode rectifier to 
improve the shape of the input current. The main technique applied here to improve the performance of 
the regulator is a variable switching frequency which is applied to the gate of the IGBT; that is, at different 
duty cycle of the regulator, the switching frequency is different. The total harmonics distortion (THD) of 
the input current and the efficiency of the regulator are observed. The results shown here are simulated 
with Pspise.  
 
Key words: Ĉuk regulator, total harmonics distortion (THD), duty cycle. 

 
 
INTRODUCTION 
 
The demand of high quality power is increasing day by 
day in both commercial and industrial purpose. A great 
amount of work has already been done concerning the 
three-phase pulse width modulation (PWM) boost rectifier 
(Ooi et al., 1985; Wu et al., 1988; Wu et al., 1991; 
Habetler, 1993; Blasko and Kaura, 1997) and the buck 
rectifier (Kataoka et al., 1979; Busse and Holtz, 1982; 
Wiechmann et al., 1984; Ziogas et al., 1985). The 
disadvantage of these buck rectifiers is not being capable 
of providing more voltage than the input voltage. Another 
technique is boost type, which have the limitation of not 
being capable of providing output voltage lower than the 
input voltage. To overcome this limitation, a three phase 
PWM buck-boost rectifiers has been proposed in (Kikuch 
and Thomas, 2002). High order harmonic control analysis 
has been done. Combination of rectification and inversion 
function increases the complexity of operation and control 
of the scheme.  Pulse generation is difficult  because it  is 

divided into three classes which increase difficulty of 
implementation. But, simplicity is a high consideration to 
design a regulator. Moreover, input current was found 
very high and no analysis has been reported to reduce 
the input current. A Ĉuk regulator was also proposed 
(Ruma, 2008) to improve the quality of the input current. 
This allows both steps up and step down control of 
rectifier output voltage. However, the study did not 
provide solution to input currents worsening shape with 
voltage control by duty cycle change. A switch mode 
regulator based on Ĉuk principle has been presented in 
(Alomgir, 2005) to regulate ac voltage to a desired value 
irrespective of the input voltage and load. But the 
efficiency was poor and no analysis has been done to 
improve input current. An improved voltage regulator and 
three phase rectifier based on boost topology are 
proposed in (Ahmed, 2006; Abedin et al., 2006) 
respectively.  Ahmed  (2006)  has  the   problem   of   low
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Figure 1. Circuit diagram of three phase Ĉuk rectifier with passive input filter and variable carrier 

frequency. 

 
 
 
efficiency and Abedin et al. (2006) is not practically 
implementable due to large voltage drop across filters. 
The main objectives of this research work are (a) to 
propose a new control strategy to improve the 
performance of a Ĉuk regulator, (b) to simulate and study 
the new scheme under proposed control strategy for 
input current improvement of three phase diode rectifier, 
(c) total design of the input filter to reduce total harmonics 
distortion (THD) and hence reduce the input current of 
the converter, and (d) to increase the overall efficiency of 
the converter. 
 
 
PROPOSED ĈUK REGULATOR 
 

A Ĉuk regulator was investigated here to improve the overall 
performance to overcome the limitation of the fixed output voltage. 
A new strategy was introduced into the work. To avoid wide range 
of harmonics at the input current, the variable frequency control 
scheme was applied here by which the harmonics at the input 
current was limited within a certain range for all duty cycle (Figure 
1). It is expected that the study will yield a three phase rectifier with 
improved power quality which is practically implementable for 
medium power application.  

 
 

RESULTS AND DISCUSSION 
 
The shape of the input current indicates that the 
performance of the regulator was improved. The 
simulated input current with 60% duty cycle is shown in 
Figure 8. Distortion free sinusoidal input current is a 
major consideration in a rectifier design. Many techniques 
have been developed by researchers in  previous  works. 

But large input filter and complex control strategy was the 
limitation for practically implementing of these regulators. 
Another important thing is, regulated output voltage both 
below and above the input voltages are required in many 
cases. Only Ĉuk and Buck-Boost regulators are able to 
supply regulated voltage below and above the input 
voltage. In this paper, a Ĉuk regulator is proposed for 
improvement of input current and efficiency of a three 
phase rectifier. At first a three phase full wave diode 
rectifier has been studied. The input current was found 
non sinusoidal pulsating and THD was found 25%. A 
passive filter was introduced to improve the performance 
of the rectifier. THD was improved to 2% and the 
efficiency was improved to 94%. But input for this 
performance 100uf input capacitor is required which is 
very large and also draw high input current. As a result, 
the VA rating of the rectifier increases and weight 
becomes large. The output voltage was not controllable. 

To overcome the problems, a Ĉuk regulated three 
phase rectifier has been studied without input filter. It was 
observed that the input current was highly distorted with 
large THD, though the efficiency was good. The output 
voltage is controllable. To improve the shape of input 
current of Ĉuk regulated three phase rectifier with 
passive input filter was studied. The switching frequency 
was kept constant. It was found from the analysis that the 
THD has improved for many of the duty cycles, but the 
overall efficiency of the regulator was not acceptable at 
all duty cycles. It was also observed that efficiency and 
THD cannot be kept at the desired level simultaneously 
with change in duty cycle. 

To improve the  overall  efficiency  and  to maintain  the  
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Figure 2. Input current of Ĉuk regulated three phase rectifier with 

passive input filter (duty cycle=60% and switching frequency= 2kz). 
 
 
 

 
 
Figure 3. Output voltage of Ĉuk regulated three phase rectifier with 

passive input filter. 
 
 
 

 

 

 

 

 

 
 

 
Figure 4. Typical FFT of input current of a Ĉuk regulated three phase rectifier. 

 
 
 

THD of the input current at acceptable limit, a new 
topology was proposed and studied. A mixed passive 
filter was introduced at the input side of a Ĉuk regulator. 
At the same time, the switching frequency was varied 
from low to high frequency together with the variation 
duty cycles. It was found that highest THD was 
7.533461% for 60% duty cycle which is below the 
tolerance level. The output voltage was  varied  from  187 

volts to 770 volts with equal or more than 80% efficiency 
at all duty cycle. The value of input current was also 
acceptably low. 

Input current, output voltage, FFT of input current, 
efficiency and power factor of the proposed Ĉuk regulator 
are shown in Figures 2 to 6 respectively. The overall 
performance of the proposed Ĉuk regulator can be 
understood  in  Table 1.  The   duty  cycle  versus   power  
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Figure 5. Efficiency of a Ĉuk regulated three phase rectifier. 

 
 
 

 
 

Figure 6. Power factor of Ĉuk regulated three phase rectifier with passive input 
filter. 

 
 
 

Table 1. Performance parameter of Ĉuk regulator. 
 

Duty 
cycle(%) 

Frequency 
(KHz) 

Input voltage 
(Volt) 

THD 

(%) 

PF 

(%) 

Efficiency 

(η)% 

Output 
voltage (Volt) 

10 .75 300 3.144534E+00 21 82 187 

20 1 300 5.868050E+00 47 94 310 

30 1.25 300 5.265780E+00 65 99 400 

40 1.5 300 5.247629E+00 76 92 460 

50 1.75 300 7.149165E+00 91 91 600 

60 2.00 300 7.533461E+00 98 80 770 

 
 
 
factor, efficiency, output voltage, THD and switching 
frequency are shown in Figures 7 to 11. 
 
 

Control strategy 
 
A microcontroller based control system was introduced 
here. PWM modulation technique is applied to vary the 
duty cycle.  Different  duty  cycles  at  different  frequency 

have been generated by the microcontroller based circuit 
system. Practically generated pulse and flow chat of the 
program for generating pulse is given in Figures 12 and 
13 respectively. 
 
 

Conclusion 
 
Three-phase PWM Ĉuk rectifiers have been  investigated  
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Figure 7. Duty cycle versus power factor. 

 
 

 

 
 
Figure 8. Duty cycle versus efficiency. 

 
 
 

 
 
Figure 9. Duty cycle versus output voltage. 
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Figure 10. Duty cycle versus THD (%). 

 
 
 

 
 

Figure 11. Duty cycle versus switching frequency. 
 

 
 

 
 
Figure 12. Microcontroller generated pulse. 
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IF W1 equal 180
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store it in W1

yes

No

END

IF W1 equal 300

No

IF W1 equal 400

yes

No

IF W1 equal 500

yes

No

IF W1 equal 600

yes

No

IF W1 equal 800

No

No

No

SET top value (ICR1) 5600
SET compare value (OCR1A) 560

SET top value (ICR1) 4000
SET compare value (OCR1A) 800

SET top value (ICR1) 3200
SET compare value (OCR1A) 960

SET top value (ICR1) 2800
SET compare value (OCR1A) 1120

SET top value (ICR1) 2400
SET compare value (OCR1A) 1200

SET top value (ICR1) 1200
SET compare value (OCR1A) 720

yes

yes

 
 
Figure 13. Flow chat of the program for generating pulse. 

 
 
 
in this paper. The converters of interest have the 
properties of: 

 
(1) Capabling both voltage step-up and step-down. 
(2) Efficiency over 80% at all duty cycle. 
(3) Almost sinusoidal input current.  The simulated results 
have been presented here. 
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This work evaluates the use of geoelectrical method in the delineation of potential groundwater zones 
at Oduma in Enugu state, Southeastern Nigeria. Oduma lies within latitudes 6°02ˡ N to 6°07ˡ N and 
longitudes 7°35ˡ E to 7°41ˡ E with an area extent of about 102.6 km

2
. The area is underlain by Awgu 

Shale group with its lateral arenaceous facie; Owelli Sandstone outcropping south of Oduma. Thirteen 
(13) vertical electrical soundings (VES) were carried out within the study area. Interpretated VES data 
shows predominance of Q and H curve type, indicating a fracture-shale subsurface. Contour maps of 
iso-resistivity, depth, transverse resistance, longitudinal conductance, aquifer transmissivity and 
hydraulic conductivity were constructed. Computed aquifer transmissivity from VES data values 
indicates a low yield aquifer. The latter was used to delineate the potential groundwater zones based on 
Gheorge aquifer transmissivity classifications. Comparisons of aquifer hydraulics estimated from 
geoelectrical sounding and the pump test analysis indicates a fairly good match. Three potential 
groundwater zones were delineated; the low, very low and negligible potential zones. The various 
contour maps and potential groundwater zone map will serve as a useful guide for groundwater 
exploration in the study area. 
 
Key words: Resistivity, transmissivity, hydraulic conductivity, groundwater zones, aquifer yield. 

 
 
INTRODUCTION 
 
Oduma lies within latitude 6°02ˡ N to 6°07ˡ N and 
longitudes 7°35ˡ E to 7°41ˡ E with an area extent of about 
102.6 km

2
. It is located in Aninri local government area, 

Enugu state, southeastern Nigeria (Figure 1). The 
increasing population within Oduma and neigbouring 
towns has necessitated the high demand of groundwater 
development in the area. Cases of abortive water wells 
have been reported within Oduma and environs. 
Knowledge of groundwater zone is essential for a robust 
groundwater development program in the area. The 
natural flow of water through an aquifer is determined 
from the hydraulic properties of the aquifer. Hydraulic 
conductivity (k), transmissivity (T) and  storativity  (S)  are 

the aquifer properties. Transmissivity is the hydraulic 
conductivity multiplied by the saturated thickness of the 
aquifer. Predictions of these hydraulic properties are 
mainly from pumping test analysis. Now geophysical 
methods provide an effective technique for aquifer 
evaluation. Estimates of hydraulic properties from 
geoelectrical soundings have been made by several 
authors (Ezeh and Ugwu, 2010; Kelly, 1979; Urish, 
1987). These parameters were estimated using empirical 
and semi-empirical relationships (Huntly, 1987; Koinski, 
1981). Their study was aimed at characterizing the 
aquifers for optimum yield. 

In the present  study,  an  attempt  has  been  made  by
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Figure 1. Map of Nigeria showing the study area (World Gazette, 2011). 

 
 

 

 
 

Figure 2. Surface map of the study area. 
 
 
 

using the distribution of these hydraulic parameters to 
delineate the groundwater potential zone at Oduma and 
environs. Modeled estimates of the hydraulic parameters 
from geoelectrics were compared with data from pumping 
test to have a better picture of groundwater potential 
zone. 

Study area 
 
Physiography 
 
The study area is fairly a lowland topography (Figure 2). 
Amokwe community is about the highest in the area,  with
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Figure 3. Geologic map of the study area showing VES stations and borehole points.  

 
 
 
an elevation of 120 m above sea level (ASL). The 
lowland is indicative of the cultural land use system in the 
area. As the area is predominately rice farm terrain as a 
result of stagnant water, the flat topography is also 
controlled by the subsurface geology of the area. 
 
 
Geology 
 
The study area falls within the geologic complex called, 
the Lower Benue Trough. It is underlain by Awgu Shale 
unit which is coniacian in age, with an arenaceous facies 
(Owelli Sandstone) development to the south of Oduma 
(Figure 3). The unit consists of bluish grey, well bedded 
shales with occasional intercalations of fine-grained, pale 
yellow, calcareous sandstones and shaly limestones 
(Reyment, 1965). It is about 900 m thick and gently 
folded. 
 
 
Hydrogeology 
 
The study area falls within the Cross River Basin, which 
is hydrogeologically a problematic groundwater basin 
(Offordile, 2002). This is as a result of poor yield and 
saliferous groundwater. More than 90% of the basin is 
underlain by cretaceous rocks of the Asu River, Ezeaku, 
Awgu, Nkporo and Mamu Formations, with the oldest, the 

Asu River Formation, underlain by the basement complex 
rocks. With the exception of Awgu and Ezeaku formation, 
all these rock units are very poor aquifers. The 
sandstones within the Awgu formation are thin and 
generally limited in extent and as a result, give poor 
yields. Aneke (2007) proposed an exploration strategy for 
exploiting the groundwater from the fractured shaley units 
which are the main water bearing units in the study area. 
 
 
THEORY AND METHODS 

 
The electrical resistivity method is utilized in diverse ways for 
groundwater exploration (Zohdy, 1976; Choudhury et al, 2001; 
Frohlich and Urish, 2002). Electrical surveys are usually designed 
to measure the electrical resistivity of subsurface materials by 
making measurements at the earth surface. Current is introduced 
into the ground by a pair of electrodes, while measuring the 
subsurface expression of the resulting potential field with an 
additional pair of electrodes at appropriate spacing. 

 
 
Data acquisition and interpretation 

 
A total of thirteen vertical electrical sounding (VES) was acquired 
within and outside the study area (Figure 2). Some were stationed 
very close to existing boreholes, for correlation purposes. The 
Schlumberger electrode configuration was used with maximum 

current electrode separation ranging from 400 to 600 m. The 
equipment used for the fieldwork was the versatile Ohmega 
resistivity meter.  
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Table 1. Interpreted model geoelectric parameters and curve types from the study area.  
 

S/N Location 
VES 
No 

NL  1  2  3  4  5  6  7  8 T1 T2 T3 T4 T5 T6 T7 
Curve 
type 

1 Nkwo Amorji 1 7 5 2 2 6 10 10 38 - 0.6 1.2 1.2 2.0 7.0 42.0 - HA 

2 Nawu Ezinesi 2 7 50 35 15 6 5 8 125 - 0.8 0.4 1.8 12.0 15.0 28.0 - QQA 

3 Ezinator 3 7 15 5 3 5 8 15 80 - 0.8 1.4 2.8 18.0 17.0 18.0 - QAA 

4 Nweke 4 7 380 220 100 20 5 105 1152 - 0.8 1.2 2.5 10.5 25.0 20.0 - QQA 

5 Ameke 5 7 1205 2785 12 14 23 4 35 - 0.8 1.1 2.6 20.5 31.0 69.0 - KAH 

6 Amaorji 6 7 280 225 18 9 7 6 18 - 0.8 1.7 2.0 5.5 32.0 93 - QQH 

7 Amankanu 7 7 750 520 40 18 4 2 85 - 1.0 1.5 5.0 14.5 43.0 63.0 - QQH 

8 Enugu Agu 8 7 780 120 18 25 24 11 55 - 0.8 1.7 4.3 18.2 31.0 64.0 - QKH 

9 Ndiagu 9 7 1002 3452 275 13 23 90 20 - 0.8 1.2 5.5 18.5 30.0 69.0 - KHK 

10 Amokwe 10 6 165 12 6 10 2 11 - - 0.8 1.7 2.5 40.0 19.0 - - QK 

11 Amanta 11 6 46 13 8 14 21 8 - - 0.8 1.2 4.0 14.0 40.0 - - QA 

12 Amachara 12 7 14 9 13 10 14 20 8 - 0.8 1.7 1.5 11.0 25.0 45.0 - HHK 

13 Amagu Ndiagu 13 5 105 75 22 2 250 - - - 0.8 1.4 7.8 15.0 - - - QH 

 
 
 

After acquiring the data, the measured field resistance (R) in 

ohms was converted to apparent resistivity ( ₐ) in ohm-meter by 
multiplying resistance (R) by the geometric factor (K). A log-log 
graph plot of apparent resistivity ( ₐ) against current electrode 
distance (AB/2) was plotted for each VES station to generate a 
sounding curve. Using the conventional partial curve matching 
technique, in conjunction with auxiliary point diagrams (Orellana 

and Mooney, 1966; Koefoed, 1979; Kellar and Frischknecht, 1966), 
layer resistivities and thickness were obtained, which served as a 
starting point for computer-assisted interpretation. The computer 
program RESOUND was used to interpret all the data sets 
obtained. From the interpretation of the resistivity data, it has been 
possible to compute for every VES station, the longitudinal 
conductance(S). 

 
S = hᶖ/ ᶖ           (1) 

 
And transverse resistance(R) 

 
R = hᶖ. ᶖ          (2) 

 
Where hᶖ and  ᶖ are thickness and resistivity of the aquiferous layer. 
These parameters R and S are known as the Dar-zarrouk variable 

and Dar-zarrouk function, respectively (Maillet, 1947). Further 
quantitative analysis for aquifer hydraulics in the study area are 
based on Equations 1 and 2 using analytical relationship of Niwas 
and Singhal (1981). They showed that: in areas of similar geologic 
setting and water quality, the product kσ (hydraulic conductivity) 
remain fairly constant. 

 
 
Interpretation  

 
The form of curves obtained by sounding over a horizontally 
stratified medium is a function of the resistivities and thicknesses of 
the layers as well as the electrode configuration (Zohdy, 1976). The 
resistivity curve type associated with the study area from VES 1-13 
include: HA, QQA, QAA, QQA, KAH, QQH, QKH, KHK, QK, QA, 
HHK, and QH curve types respectively (Table 1). The first dominant 
curve type is Q. This is indicating a shaly terrain. The H curve type 
is the second dominant. This also indicates fractured shale horizons 
which are targets for groundwater exploration. 

RESULTS AND DISCUSSION 
 
Geoelectrical sounding 
 
Contour maps of the apparent resistivity, the isopach, the 
depth, the longitudinal conductance, the transverse 
resistance, the transmissivity and the hydraulic 
conductivity of the aquiferous horizon have been 
constructed using the results of the resistivity sounding 
interpretation. Apparent resistivity variation (Figure 4) 
indicates a high resistivity to the southeast and southwest 
with low resistivity to the north, around Amokwe and 
Nawu Ezinesi. Aquifer depth variation is a function of 
topography. A NW-SE trend variation predominates 
(Figure 5). The isopach map also show similar trend 
(Figure 6). The distribution of the aquifer transverse 
resistance and longitudinal conductance computed from 
the VES interpretation is shown in Figures 7 and 8 
respectively. Maximum values of transverse resistance 
are observed around Ndiagu-Nweke-Amachara axis. 
Aquifer transmissivity (Figure 9) does not show similar 
trend, with highest value of 11m

2
/day at Amachara, 

indicating a low permeability aquifer (Ekwe et al, 2010) 
and very low potential (Ezeh, 2012). The longitudinal 
conductance shows a thick resistive horizon at 
Amankanu and also in a NW-SE trend. Hydraulic 
conductivity computed from VES interpretation (Figure 
10) show an aquifer with a poor yield, practically 
depicting a shaly terrain (Figure 12). 
 
 
Borehole data 

 
Aquifer parameters from pumping test analysis were also 
acquired. They are transmissivity (Figure 13), hydraulic 
conductivity (Figure 14) and aquifer yield (Figure 15). 
Contour maps for the former were also produced.  
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Figure 4. Iso-apparent resistivity map of aquiferous horizon in the study area. 
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Figure 5. Aquifer depth map of the study area. 

 
 
 
Comparisons of aquifer hydraulics estimated from 
geoelectrical sounding and the pump test analysis 
indicates a fairly good match. Estimated aquifer 
transmissivity (Figure 9) around Nweke, Amokwe, 
Amachara     and     Ndiagu     fairly     matches     aquifer 

transmissivity from pump test data. Similarly the 
estimated hydraulic conductivity from geoelectrical 
sounding also fairly matches hydraulic conductivity from 
pumping test data in the study area. The aquifer yield 
(Figure 15) depicts the true picture of the study area as  a
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Figure 6. Isopach map of the aquiferous horizon in the study area. 
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Figure 7. Transverse resistance map of the study area. 

 
 
 
low permeability area. The highest aquifer yield in the 
area is about 6.20 m

3
/h at southeast corner near Nweke 

village. 

Groundwater potential evaluation 
 
The groundwater potential zones was  delineated  (Figure
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Figure 8. Longitudinal conductance map of the study area. 

 
 
 

842000 844000 846000 848000 850000 852000 854000

676000

678000

680000

682000

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

5.5

6

6.5

7

7.5

8

8.5

9

9.5

10

10.5

11

0 2000 4000 6000 8000

M

+ Ezinator

+ Nweke+ Ndiagu

+ Amokwe

+ Amagu Ndiagu

m^2/day

+ Amachara

+ Enugu Agu

 
 
Figure 9. Aquifer transmissivity map of the study area. 

 
 
 
11) based on Gheorghe (1978) aquifer transmissivity 
classifications. Groundwater  potential  is   a   function   of 

complex inter-relationship between geology, 
physiography,  groundwater  flow  pattern,  recharge  and  
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Figure 10. Aquifer hydraulic conductivity map of the study area. 
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Figure 11. Groundwater potential zones of the study area. 
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Figure 12. Possible geoelectric layer distribution. 
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Figure 13. Aquifer transmissivity map (from pumping test analysis) of the study area. 
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Figure 14. Aquifer hydraulic conductivity map (from pumping test analysis) of the study area.  

 
 
 
discharge processes (Ezeh, 2012). The present 
evaluation of the groundwater potential of the  study  area 

has been based on aquifer geoelectrical parameters 
obtained from VES interpretation results.  Three  potential  
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Figure 15. Aquifer yield map (from pumping test analysis) contour map from the study area. 

 
 
 
groundwater zones were delineated. The zones are low, 
very low and negligible potentials. The country around 
Amagu Ndiagu, Ndiagu, Nweke and Amokwe are of very 
low potential while areas to the northeast around Enugu 
Agu, Ezinator and Amachara are of low potential. 
Negligible potential was quite insignificant. 
 
 
Conclusion 
 
Based on the geoelectrical studies, the potential 
groundwater zones were delineated; the low, very low 
and negligible potential zones. Computed aquifer 
hydraulics parameters indicate a low aquifer yield. 
However, this should not stall further groundwater 
exploration in the area but more detailed hydrogeological 
and geophysical investigations must be carried out to 
determine good point(s) for groundwater development. A 
depth greater than 60 m but less than 100 m may be 
recommended. 
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